e 74 7 I
MEANINGFUL HUMAN CONTROL

NATO C2COE seminar Get Connected
27 June 2019
Dr. Jurriaan van Diggelen




m innovation
E— for life —

An Open Letter

Humans need to remaln In Control RESEARCH PRIORITIES FOR ROBUST AND

BENEFICIAL ARTIFICIAL INTELLIGENCE

of Al; our Al systems must "do what
we want them to do"

- January 2015

- Slgned by >8000 Al experts
Stuart Russel,
- Eric Horvitz
- Elon Musk,
- Stephen Hawking,
- Nick Bostrom,
- Geoffry Hinton,

Technology is giving life e ...or to self-destruct.

the potential to flourish Let's make a difference!
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like never before...
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Three perspectives on Al
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3 PERSPECTIVES ON ARTIFICIAL INTELLIGENCE
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\ Human-centric Techno-centric /
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NICK BOSTROM

SUPERINTELLIGENCE

Paths, Dangers, Strategies

HUMAN
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MEANINGFUL HUMAN CONTROL

Elon Musk & 4 ™
\ Follow I
@elonmusk o /

Worth reading Superintelligence by Bostrom.
We need to be super careful with Al
Potentially more dangerous than nukes.

7:33 PM - 2 Aug 2014
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» Problem: How to control Artificial Super Intelligence.
» Solution: Program human values into Al system
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Non-transparant: It is unclear how Al arrives at its conclusions.

Scale: The decisions made by Al affect large groups of people.

Damage: The Al brings damage to large groups of people.
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We must turn around underperforming schools
iIn Washington D.C.

I [ ' We develop an objective and accurate model
i < IMPACT to assess a teacher’s performance

MATHEMATICA

Policy Research

Along with 205 other teachers with a low
IMPACT score, | got fired. Why?

. It's a complex algorithm you won'’t understand.
Furthermore, it's corporate secret. O

Many of my students came from a different school where they tampered test

scores. They started scoring less in my tests...
— e
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BUSINESS NEWS OCTOBER 10, 2018 / 5:12 AM / 6 MONTHS AGO R E UTE R s

Amazon scraps secret Al recruiting
tool that showed bias against

women
Predictive policing \ /
Scan CV'’s

Political campaigning
Assess creditworthiness

Predict chance of recidivism Calculate insurance premium

Al, mens of samen?
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Problem: Oversimplified Al models are granted too much control.
Solution: Apply Al sparingly.
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ELLIGENCE
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11 INDIVIDUAT, ILLUSION
| qUMANS AND AT INTELLIGENCE |
ARE IGNORANT IN WHY WE NEVER
ISoLATION IV THINK ALONE
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PHILIP FERNBACH
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SOCIAL INTELLIGENCE




SOCIAL Al IS ESSENTIAL
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disturbs the equilibrium between autonomy and control.
Solution: Detect and redirect undesirable developments.
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Translated from Chinese Al Development Plan, July 2017
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‘... by 2030, China’s Al theories,
technologies, and applications should
achieve world leading levels, making China
the world’s primary Al innovation center...”
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“And we believe quite strongly that the
technological sauce of the Third Offset is

going to be advances in Artificial
Intelligence (Al) and autonomy.”

Former U.S. Deputy Secretary of Defense Bob Work, April 2016
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SCENARIO: SWARM ATTACK

Unpredictable
Manipulative

Time critical

Ethical

Information overload
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WHAT IS OUT THERE NOW?
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MEANINGFUL HUMAN CONTROL OVER LAWS

8

The battle is too fast to allow human involvement,
so we need autonomous Al!
Artificial ethics can make war more humane.
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Prohibit all LAWS! Y
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Humans should exercise control over individual

Al'tiCle 36 attacks, not simply overall operations. Only by

prohibiting the use of fully autonomous weapons
can such control be guaranteed.




— TNO 7
NATO HFM-ET-178: MHC OVER Al BASED SYSTEMS
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Al, mens of samen?
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Humans have the ability to make informed choices in sufficient time to
influence Al-based systems in order to enable a desired effect or to
prevent an undesired immediate or future effect on the environment.

Characteristics:
*Human has freedom of choice
*Human has ability to impact the behaviour of the system
*Human has time to decide to engage and sufficient situation, and system understanding
*Human is capable to predict the behavior of the system and the effects of the
environment (physical and information)
*Influence over Al-based systems can be achieved in various ways, such as policy-making,
training, HMI design, organizational design, operations, etc.
*The above encompasses cases from instantaneous (e.g. number of seconds) to very
delayed response (several hours to days, e.g. before-the-loop) to control.
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Human machine teaming



From smart personal assistant to
Al-worker in an organisation
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COMPUTER AS A TEAMMATE
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DYNAMIC TEAMING
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DYNAMIC TEAMING
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TEAM DESIGN PATTERNS

» How to design coherent human agent teams in a way that is

» Simple and intuitive to allow communication among
stakeholders

) General enough to represent a broad range of teamwork

) Descriptive enough to allow comparison of different
solutions and situations

» Structured enough to have a pathway from the simple
intuitive description to the more formal specification.

) Fosus on:
> Nesting
) Time

m innovation
for life s ——

Team Design Patterns

Jurrizan van Diggelen®
THO
Soestarberg, the Metherlands
jurriaan vandizgelen@imno nl

ABSTRACT

This paper propose: an imtaitive graphical lanzuage for describing
the desizn choices that influsnce how intelligent systems (e
artificial imtellipence, robotics, et collabarate with kumars. We
puild om the wotion of design patterns and characterizes important
dimenzions within kuman-agest teamwrork. These dimensions ane
represented using 2 simple, intuitive graphical icomic language
The simplicity of the language zllows s2sier empression, sharing
and comparizon of humen-agent teaming concepts. Having such a
lanzuage has the potential to improve the collaborative interaction
among 2 variety of staksholders sock as end wsers, project
managers, policy makers and programmers that may not be
human-azent teamwork experts themzelves. We also miroduce o
antology and  specification  formalization that wall allow
wranslation of the :mple icemic language imto maore precis:
definitions. By expres:ing the essential clements of teaming
patterns in precizely defined abstract team desizn pattems, we
work towards a library of renszble, proven solutions for human-
2gent teamwork

CCS5 CONCEPTS

+ Computing methodologies — Artifical Intellizence;
Imtelligemt Apemt= + Human-Centered Computing —
Interaction Design; Imteraction desigm theory, concepts and
paradigms

ICEY‘L\ORDS
humen-agent teaming, desizn patterms; jobmt activity, joimt
cognitive systems; long term teaming;

1. Imtroduction

Teaming iz something people do every day. Children Jeamn it at an
earty age amd cam guickly and easily adapt their teaming skills to
movel sftuation: with differsnt people. Given pecple’: innmtive
2bility to team m varying circumstances, it would seem that
coding such common semse m 2 machine would be
straightforward, bat codifying common senze has besn am elusive
zoal in mors arsas than teanrwork. Cumently, most machines lack
even the most basic teaming =kills [12].

Given the difficulty of codification, one zlternative is the use of
teaming theory and guidelines such as [14] These principles

| Bieth seethsers eomtribretend ecually 1o s e

Matthew Johnson
IHMC
Pensacols, FL, USA
mjohnson@ihme us

identify important considarations for designers. However, they ane
wften abstract, requiring significant interpretation to translate inte
2 specific domain and are challemging to imstamtiate without
humpan-machine teaming expertize. The use of good examples of
teaming behavior is another approach {eg [I3]), but reuse of
examples depemd: on application detzil: making specific
epamples hard to generalize.
We proposs borrowing the concept of design parterns to assist in
the umdsrstanding and desipming of buman-machine systems
Design parttems are rewsable sobotions to recuming problems. The
pabtems oy to capre the cominaon imvariant properties of the
problz=m amd the eszential relatiomships needed to zolve the
problem. Design patterns are not sohstions to particular problems,
they are not rules to be followed, nor are they template: to be
instamtiated. Thay are abstract solotions that allow a designer toe
renss ideas that worked in the past for commonly faced probleme.
These paitems can be extended to meet varying teaming needs
@cToss  variety of teaming comtexts.
Team pattern dezign solutions should be (1) simple enough to
provide an famittve way to facilitate disoursions about homae-
machine teamwork sohition: among a wide range of stakehalders
incheding non-experts, (2) general enough to represant a bwoad
range of teanywark capabilities, (3) descriptive enouzh to provide
«larity and discemment between different solutions and sfuations,
and (4} structured enoush to have a pathway fom the simgple
1r_n.m:e description to the mors formal specification. Thiz paper
propeses am approach that mests all ufmelerequ.lmnzn.u.
Additionally, our approach captures two critical aspect of teaming
that are missing in cwrent approaches and often overlocked in
design: nesting and time Mesting refers to the recursive and
compositional nature of activity. When a human collaborates with
2 machine, the wark is embedded m larger orgamizational and
procedural sructires [20] and can oftsn be decomposed inte
simpler stochmes. Comnecting these level: of desizn from
individuz]l AT systems to whole humen-AT societies cam be
regarded 23 one of the great ressasch challenges for the coming
decades [17]. Addittonally, jommt activity is a process, extended in
gpace and time [3]. Cne of the main advantages of tams is their
flexibility o adapt, which means they will change patems aver
time Cur team desizn pattern languase provides a means to
czpture both nesting and time.
The paper iz organized as follows. First, we dizcmss the
ackzround of de:ign patterns, and its relation to team patterns. In
Section 3, we discus: the basic building blocks of team desizn
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CHRISTOPHER ALEXANDER
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A PATTERN LANGUAGE

CHOHE A Pattern Language
rafory Towns *Buildings * Construction
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Christopher Alexander’s Default Design Approach

a. Start with a whole... b. Differentiate it... c. Into parts...
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BASIC TYPES OF WORK




JOINT WORK
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SUPERVISORY CONTROL




VARIANTS OF SUPERVISORY CONTROL

innqvation
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HIGHLY AUTONOMOUS PATTERNS




Teleoperation : Team Design Pattern

Name : "Tele operation"

Image : Imgl

Use when : "machine has limited autonomous capability, and
human skilled operators are available..."

Positive effect: "Clear single point of control at human operator"

Negative effect: "Imposes heavy taskload on the human"

Example : "Teleoperation of a UAV...”

Involves actors : [7h,7m]

7h : Human

Name: “7h”
Performs <level of engagement = 1.0> Teleoperating

Teleoperating: Direct Cognitive Work

Name: “teleoperating”
Relevance = “on-task
Monitors <modality = auditive> [7h,7m]

7m : Machine

Name: “7m”
Performs <level of engagement = 0.1> Teleoperating
Performs <level of engagement = 1.0> Performinstructions

Performinstructions: Direct physical Work

Name: “Performinstructions”
Relevance = “on-task

0
TransitionsTo

1

'

Team Design Pattern

Name : String

Image : Image

Use when : Memo
Positive effect: Memo
Negative effect : Memo
Example : Memo

Basic TDP

involves
1_actors

for life —
At the ready for
Dispersion type: {colocated, - - Indirect Cognitive Work
connected, disconnected} Modality: {visual, I ]
auditive, haptic}
Direct Cognitive Work
LocatedRelativeTo
0.1 Subtask of
Actor n m -
Performs Name : String

Name : String

Lo

| Human | | Machine

Relevance : {on-task, off-task}

| p L

‘ Level of engagement: [0,1] | |Indirect PhysicaIWork| | Direct Physical Work |
L 1 [ |

GOAL.: develop a pattern library
or meaningful human control.









TNO ot o
The winner of the robotics
revolution will not be who

develops this technology first
or even who has the best

technology, but who figures out
how to best use it.

44

Paul Scharre,
Robotics on the Battlefield Part 1: Range,
Persistence and Daring
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